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Аннотация. Слепое сравнительное пилотное исследование посвящено оценке качества симуляционных сценариев, 
созданных генеративными моделями искусственного интеллекта (ИИ) и человеком. Глобальной целью исследования 
была комплексная оценка возможности создания сценариев моделями ИИ. Отсюда следовали задачи сопоставления 
качества ИИ-сценариев с человеческими и оценка способности экспертов определять авторство. Три модели (Grok, 
ChatGPT, DeepSeek) генерировали сценарии по единому стандартизированному промпту; референтным эталоном служил 
конкурсный кейс РОСОМЕД. Пять независимых экспертов оценивали четыре сценария по оригинальной шкале ШОСС 
(8 критериев, 4-балльная система). Лучшим оказался сценарий ChatGPT (средний балл 3, 4), превосходящий человеческий 
сценарий (2,9). ИИ-оценщик в целом ранжировал сценарии сходно с людьми-экспертами, но при самооценке проявилась 
его предвзятость по отношению к собственной работе.
Ключевые слова: искусственный интеллект, генеративный ИИ, LLM, симуляционное обучение, клинические сценарии, 
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Annotation. A blind comparative pilot study was conducted to evaluate the quality of simulation scenarios generated by 
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Введение
Симуляционное обучение прочно вошло в современное 
медицинское образование, став золотым стандартом 
для отработки практических навыков и командной ра-
боты в безопасных условиях [2]. Качество симуляцион-
ного занятия в значительной степени определяется глу-
биной и точностью проработки клинического сценария, 
на основе которого организуется и проводится тренинг. 
Разработка качественных сценариев является трудо-
емким, порой многодневным процессом, требующим 
от экспертов глубоких предметных знаний, понимания 
педагогических принципов и клинической практики [1].

Широкое распространение генеративных моделей 
ИИ в медицинском образовании поднимает ряд воп-
росов. Ключевой из них: способны ли эти технологии 
взять на себя или, по крайней мере, существенно 
облегчить разработку симуляционных сценариев? 
Предварительные исследования показывают, что ИИ 

способен успешно генерировать тексты, планы лек-
ций и тестовые задания [3]. Однако применительно 
к сложным, комплексным симуляционным сценари-
ям, требующим интеграции клинических, педагогиче-
ских и организационных аспектов, эта тема остается 
малоизученной.

Цели и задачи
Целью исследования является комплексная оценка 
возможности создания симуляционных клинических 
сценариев генеративными моделями искусственного 
интеллекта.

Задачи исследования сформулированы следующим 
образом:

1. Оценить принципиальную возможность созда-
ния симуляционных сценариев системами гене-
ративного ИИ.
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2. Сравнить качество сценариев, разработанных си-
стемами ИИ и людьми.

3. Оценить способность людей-экспертов опреде-
лить авторство сценариев (ИИ или человек).

4. Оценить способность ИИ-модели определять ав-
торство сценариев (ИИ или человек).

Дизайн исследования
Слепое сравнительное пилотное исследование.

Материалы и методы
На конференции Общероссийской общественной ор-
ганизации «Российское общество симуляционного 
обучения в медицине» (РОСОМЕД) с 2023 г. проводит-
ся конкурс клинических симуляционных сценариев 
«Лаборатория симуляции», организаторами которого 
являются Д. М. Грибков, Л. Б.  Шубина. Присланные на 
конкурс кейсы оцениваются по предложенной органи-
заторами оригинальной таблице структурной оценки, 
содержащей три варианта ответа по четырем крите-
риям. Среди присланных на РОСОМЕД-2025 работ 
в числе наиболее интересных кейсов рецензентами 
и организаторами конкурса был отмечен сценарий 
«Профилактика и управление пожаром в операци-
онной» (автор В. Р. Непершина; рецензенты, допол-
нившие и переработавшие сценарий, Н. Г. Косцова, 
О. В. Голубева), который и был взят в качестве рефе-
рентного для данного исследования.

Для генерации симуляционных сценариев были ото-
браны три платформы генеративного искусственного 
интеллекта (ИИ), так называемые Большие языковые 
модели (Large Language Models, LLM):

• Grok, компании X.AI Corp. (xAI), г. Пало Альто, Кали-
форния, США [https://grok.com/];

• ChatGPT, компании OpenAI Inc., г. Сан Франциско, 
Калифорния, США [https://chatgpt.com/];

• DeepSeek, компании Hangzhou DeepSeek Artificial 
Intelligence Co., Ltd., г. Ханчжоу, Чжэцзян, Китай 
[https://chat.deepseek.com/].

Выбор моделей основывался на предпочтениях, сфор-
мированных текущей доступностью и практикой ис-
пользования ведущим автором. В целях стандартиза-
ции создаваемых сценариев ведущим автором был 
составлен промпт из 259 слов [Врезка № 1], содержа-
щий название темы, целевую аудиторию, предполага-
емый объем, перечень учебных целей (УЦ) и структуру 
сценария, — т. е. распоряжение всем трем системам 
ИИ давалось в единой форме и содержало конкрет-
ные, специфические указания, направленные, глав-
ным образом, на придание однообразия с исходным 
референтным сценарием. Ключевыми задачами явля-
лись следующие:

1) Создать учебный симуляционный сценарий по 
теме «Пожар в операционной»;

2) Привести два реалистичных варианта причин 
возгорания в операционной;

3) Придерживаться Рекомендаций о предотвраще-
нии и эффективном управлении пожаром в опе-
рационной Американского общества анестезио-
логов;

4) Приводить примеры из Российской и зарубежной 
практики;

5) Использовать в сценарии симулятор пациента;
6) Предложить варианты проведения дебрифинга.

Промпт для генерации симуляционных сценариев
Составь клинический кейс по «Профилактике и управлению пожаром в операционной» для операционных 
сестер и сестер-анестезистов.

Разработай подробный документ примерно на 15–20 тысяч знаков для проведения клинического 
симуляционного сценария согласно загруженному промпту. Выполни его в формате инструктажа для 
сотрудников симуляционного центра для внутреннего регламента. Подробно остановись на действиях 
обучаемых. Уточни хронометраж не только симуляции, но и всего занятия с учетом двух сценариев.

Цели обучения, основная идея сценария:
1. Выявление ситуации, способствующей возникновению пожара.
2. Определение элементов протокола реагирования на пожар.
3. Управление ресурсами в условиях кризиса.

За основу возьми рекомендации о предотвращении и эффективном управлении пожаром в операционной 
ASA (American Society of Anesthesiologists).

В сценарии должны быть разделы:
• «Актуальность». — Раскрываются важность проблемы, статистика, примеры из российской 

и зарубежной практики, факторы опасности пожара именно в операционной, психологические 
и материальные последствия.

• «Брифинг». — Вводная информация для команд ного тренинга должна быть предоставлена так, чтобы 
участники симуляционного занятия не узнали о предстоящей имитации пожара. Им следует озвучить 
учебные цели по командной работе, командной коммуникации и управлению ресурсами в кризисе. 
Контракт Лас-Вегаса, Контракт на реализм.

• «Ход сценария». — Опиши ход сценария, разбив его по частям. Придумай два реалистичных ва рианта 
сценария возгорания. Опиши необ хо димые действия участников, их роли. Завершением сценария должно 
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быть восстановление проходимости дыхательных путей пациента. Распиши симуляционное занятие по 
минутам. 

• «Оснащение». — Опиши обстановку, меди цин ское оборудование и документацию для оснащения 
помещения симуляции. Опиши симуляционное оборудование и его характеристики (используй симулятор 
пациента в качестве оперируемого больного).

• «Дебрифинг». — Сформулируй вопросы для дебрифинга, на что следует обратить внимание дебриферу, 
в частности механизмы возникновения пожара, меры предотвращения, реагирования. Предложи 
модель, по которой можно проводить дебрифинг. 

• «Заключение».

Все кейсы были сгенерированы в один день, 4 ноября 
2025 г., и были скопированы из браузера в текстовый файл 
формата *.doc, что обезличило авторство. Из текстов, сге-
нерированных ИИ, были удалены немногочисленные 
очевидные признаки, которые могли указать на их ис-
кусственное происхождение. Исходный, референтный 
сценарий содержал блок-схему действий при пожаре, по-
этому для придания единообразия всем оцениваемым 
документам блок-схема была преобразована в текстовый 
фрагмент. Другие стилистические или грамматические 
правки ни одного из сценариев не производились. Все 
четыре документа были названы так, чтобы исключить 
косвенные подсказки, указывающие на авторство.

В целях объективной структурированной оценки сце-
нариев ведущим автором была расширена система 

оценки, использованная в ходе «Лаборатории си-
муляции» (Грибков Д. М., Шубина Л. Б., 2024–2025), 
и создана оригинальная Шкала оценки симуляцион-
ных сценариев (ШОСС). В данную шкалу были вклю-
чены 8 критериев с оценкой по 4-балльной шкале от 
1 («Ниже ожиданий») до 4 («Превышает ожидания»). 
Оценивались следующие критерии: соответствие 
учебных целей (УЦ) уровню обучаемых; четкие, кон-
кретные, измеримые УЦ; описание приобретаемых 
навыков; реалистичность сценария; соответствие 
навыков нормативам; соответствие оснащения нор-
мативам; выполнимость, реализуемость сценария; 
необычность, оригинальность, проблемность сцена-
рия. Для удобства экспертов каждая ячейка содержа-
ла краткое описание данной оценки (подробнее см. 
 таб л. 1).

Т а б л и ц а  1 
Шкала оценки симуляционного сценария, ШОСС

№ Ниже ожиданий Близко к ожиданиям Соответствует ожиданиям Превышает ожидания

1.
1.1. Учебные цели не соответ-
ствуют уровню навыков и зна-
ний целевой аудитории

1.2. Учебные цели частично 
соответствуют уровню навы-
ков и знаний целевой аудито-
рии

1.3. Учебные цели в целом 
соответствуют уровню навы-
ков и знаний целевой аудито-
рии

1.4. Полностью соответствуют и 
достижимы для уровня навыков 
и знаний целевой аудитории

2.

2.1. Учебные цели не обозна-
чены конкретными, измеримы-
ми, ориентированнымии на 
практику действиями, актуаль-
ными или ограниченными по 
времени

2.2. Учебные цели редко или 
плохо обозначены конкрет-
ными, измеримыми, ориенти-
рованными на практику дей-
ствиями, актуальными или 
ограниченными по времени

2.3. Учебные цели обозначены 
конкретными, измеримыми, 
ориентированными на практи-
ку действиями, актуальными 
или ограниченными по време-
ни

2.4. Все учебные цели конкрет-
ны, измеримы, ориентированы 
на практику, актуальны и ограни-
чены по времени

3.
3.1. В сценарии не описаны 
приобретаемые в ходе симуля-
ции знания и навыки

3.2. В сценарии нечетко и не-
конкретно описаны приобре-
таемые в ходе симуляции 
знания и навыки

3.3. В сценарии описаны при-
обретаемые в ходе симуляции 
знания и навыки

3.4. В сценарии подробно, обсто-
ятельно и четко прописаны при-
обретаемые в ходе симуляции 
знания и навыки

4.

4.1. Описанный в симуляции 
случай нереальный, в клиниче-
ской практике так не бывает

4.2. Описанный в симуляции 
случай возможен, но дей-
ствия описаны неправильно, 
нереалистично, требуется 
доработка

4.3. Описанный в симуляции 
случай реален и может слу-
читься в практике

4.4. Описанный в симуляции 
случай реален, случается в прак-
тике и требует тренинга и отра-
ботки

5.

5.1. Целевые действия обучае-
мых (манипуляции, решения и 
т. п.) абсолютно не соответ-
ствуют нормативной базе и 
клинической практике

5.2. Целевые действия обу-
чаемых (манипуляции, реше-
ния и т. п.) частично соответ-
ствуют нормативной базе 
и клинической практике

5.3. Целевые действия обучае-
мых (манипуляции, решения 
и т. п.) соответствуют норма-
тивной базе и клинической 
практике

5.4. Целевые действия обучае-
мых (манипуляции, решения 
и т. п.) полностью соответствуют 
нормативной базе и клинической 
практике

6.
6.1. Предлагаемое оснащение 
абсолютно не соответствует 
современным нормативам

6.2. Предлагаемое оснаще-
ние отчасти соответствует 
современным нормативам

6.3. Предлагаемое оснащение 
в целом соответствует совре-
менным нормативам

6.4. Предлагаемое оснащение 
в точности соответствует совре-
менным нормативам

7.
7.1. Симуляцию невозможно 
реализовать организационно и 
технологически. Она невыпол-
нима

7.2. Симуляция может быть 
выполнена и реализована 
организационно и технологи-
чески с большим трудом 

7.3. Симуляция организацион-
но и технологически выполни-
ма, реализуема

7.4. Симуляция абсолютно вы-
полнима и реализуема как орга-
низационно, так и технологиче-
ски

8.

8.1 Предложенный сценарий 
скучнен, неоригинален, в нем 
отсутствует интересное зерно, 
изюминка, проблема для реше-
ния, некая провокация

8.2. В симуляции есть инте-
ресные моменты, но в целом 
отсутствует оригинальное 
зерно, изюминка, проблема, 
провокация

8.3. В симуляции имеется ин-
тересное зерно, изюминка, 
неожиданная проблема, про-
вокация

8.4. Симуляция наполнена не-
ожиданными интересными про-
блемами и «провокациями», 
захватывающими от начала и до 
конца
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Среди экспертов РОСОМЕД было отобрано пять че-
ловек (А. А. Андреенко, Р. Л. Буланов, И. И. Долгина, 
З. А. Зарипова, С. В. Ходус), которые не принимали уча-
стия в оценке референтного сценария и не были с ним 
ранее ознакомлены. Все рецензенты (Ж = 2, М = 3) 
имеют опыт руководящей и практической работы в си-
муляционном центре более 10 лет, являются практи-
кующими клиницистами по специальности анестези-
ология-реаниматология (n = 4) и неонатология (n = 1). 
Экспертам были предоставлены все четыре докумен-
та без указания авторства и без уточнения, сколько 
было сценариев написано человеком, а сколько ИИ. 
Также была предложена таблица структурированной 

оценки ШОСС с краткой инструкцией о ее примене-
нии. Экспертам было предложено проставить оцен-
ки по таб лице ШОСС и определить, какие сценарии 
написаны человеком, а какие ИИ. Один из экспертов 
(С. В. Ходус) после завершения выполнения самостоя-
тельной оценки без использования систем ИИ по соб-
ственной инициативе провел дополнительное иссле-
дование — составил промпт [Врезка 2] и предложил 
системе ИИ DeepSeek на основе предложенной шка-
лы провести оценку четырех сценариев и определить 
авторство. Таким образом, в одном из случаев систе-
ма ИИ оценивала собственный сценарий и пыталась 
определить авторство «ИИ/человек».

Промпт, данный системе ИИ DeepSeek для автоматизированной оценки четырех вариантов сценариев
«Ты преподаватель в медицинском вузе, специалист симуляционного обучения в медицине, врач-анестезиолог-
реаниматолог, работающий в России согласно всем нормативным актам и законам Российской Федерации. 
Твоя задача — провести экс перт ную оценку сценария симуляционного обучения. Критерии оценки сценария 
я представлю тебе в документе doc. После чего тебе будет представлен файл со сценарием. Проведи комп-
лексную оценку и дай заключения по каждому критерию оценки сценария в соответствии с тре бованиями 
законодательства Российской Федерации. Представь комментарии по каждому из восьми параметров 
оценки. В конце проанализируй сценарий на оценку авторских прав и дай заключение о причастности 
искусственного интеллекта к написанию сценария. Думай глубже».

Результаты
Подробно результаты оценки сценариев представлены 
в таблице 2 ниже. Чтобы не перегружать настоящую 
статью табличными данными, оценки каждого из экс-
пертов в отдельности не указаны, а приведены лишь 
средние значения (сумма баллов, деленная на 5 по 
количеству оценок) по каждому из пунктов шкалы 
ШОСС.  Отдельной колонкой представлен разброс бал-
лов и оценка, выставленная ИИ по каждому из сцена-
риев, включая свой собственный.

Сценарий № 1, составленный генеративным ИИ Grok, 
получил самую низкую оценку как среди людей-экс-
пертов, так и по мнению ИИ-оценщика DeepSeek (2,7 
и 2,6 соответственно). Мнение экспертов в целом, 
совпадало, за исключением пункта реалистичность 
сценария, где было существенное расхождение мне-
ний — с разбросом от одной крайней оценки до 
другой — от «1. Описанный в симуляции случай не-
реальный, в клинической практике так не бывает» 
(экспертом № 1) до «4. Описанный в симуляции слу-
чай реальный, случается в практике и требует тренин-
га и отработки» (тремя экспертами).  Как видно и по 
ряду других пунктов таблицы, несмотря на структур-
ность оценки и четкие формулировки каждого пун-
кта, мнения экспертов разошлись — альфа Кронбаха 
составила 0,68, что свидетельствует об умеренной 
межэкспертной согласованности. Однако все, как 
эксперты, так и ИИ-оценщик, единодушно сошлись 
во мнении, что сценарий не был написан человеком, 
а создан компьютером.

Сценарий № 2, сгенерированный моделью ChatGPT, 
версия 5.0, получил как у экспертов, так и у ИИ-
оценщика наиболее высокий балл, близкий к макси-
мальному (3,4 и 3,5 соответственно). В этом сцена-
рии эксперты проявили приемлемую межэкспертную 

надежность — альфа Кронбаха составила 0,72. По 
сумме баллов сценарий занял первое место (3,4), 
получив также наивысшую оценку и ИИ-оценщиком 
(3,5). Четкие, конкретные, измеримые учебные цели; 
реалистичность сценария; соответствие оснащения 
нормативам, клиническим рекомендациям; выпол-
нимость, реализуемость и, наконец, «интересный, 
проблемный сценарий» — по этим параметрам экс-
перты единодушно поставили оценки 3 и 4, т. е. «со-
ответствует» или «превышает», другими словами, на 
«хорошо» и «отлично». Интересно, что ИИ-оценщик 
по тем же параметрам также поставил максимальную 
оценку, тем самым проявив солидарность с позицией 
людей. Примечательно и другое: не только трое из 
пяти специалистов признали автором данного сцена-
рия человека, но и ИИ-оценщик идентифицировал его 
как человеческое произведение, однако «созданное 
при поддержке чатбота».

Сценарий № 3, написанный авторами-людьми, полу-
чил вторую по высоте оценку со средним баллом 2,9, 
т. е. чуть ближе к критерию «соответствует ожидани-
ям». Недостаточно четко, конкретно и измеримо, по 
мнению экспертов (а также ИИ-оценщика), были про-
писаны учебные цели, тогда как по мнению специ-
алистов и компьютера параметры «Соответствие ос-
нащения нормативам, клиническим рекомендациям» 
и «Выполнимость, реализуемость» были сформули-
рованы на «хорошо» и «отлично». Хотя большинство 
склонялось к человеческому авторству сценария, один 
из экспертов счел его творением чатбота.

И, наконец, четвертый сценарий, написанный генера-
тивной системой DeepSeek, по оценке людей, занял 
третье, предпоследнее место. Примечательно, что при 
этом не только люди показали низкую межэкспертную 
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согласованность, но и позиция ИИ-оценщика суще-
ственно отличалась от человеческой. По параметрам 
«Соответствие УЦ уровню обучаемых» и «Описание 
приобретаемых навыков» различными экспертами 
была выставлена оценка от 1 до 4 — разброс мне-
ний был максимальным. Средняя оценка, выстав-
ленная экспертами, составила 2,6 балла, тогда как 
ИИ-оценщик поставил документу оценку 3,8 — наибо-
лее высокий балл из всех оценок, как человеческих, 

так и компьютерных. Заслуживает внимание приме-
чательный факт «компьютерного субъективизма» — 
ведь в данном случае именно DeepSeek был как ав-
тором, так и оценщиком данного сценария. Каким 
образом эта «предвзятость» возникла, судить сложно, 
ведь генерация сценария и его оценка производились 
с аккаунтов разных пользователей, из несвязанных 
между собой сетей и с компьютеров, которые разде-
ляло расстояние более 7500 километров.

Т а б л и ц а  2 
Оценки сценариев по шкале ШОСС

1. Создан ИИ (Grok) Среднее Разброс ИИ

1. Соответствие УЦ уровню обучаемых 3,2 2–4 2

2. Четкие, конкретные, измеримые УЦ 2,4 1–3 2

3. Описание приобретаемых навыков 2,2 2 2

4. Реалистичность сценария 2,8 1–4 4

5. Соответствие навыков нормативам, клин. рекомендациям 2,2 1–2 1

6. Соответствие оснащения нормативам, клин. рекомендациям 2,6 2–3 2

7. Выполнимость, реализуемость 3 2–4 4

8. Интересный, проблемный сценарий 3 2–4 4

9. Средний балл 2,7 2,6

10. Определение авторства

2. Создан ИИ (ChatGPT) Среднее Разброс ИИ

1. Соответствие УЦ уровню обучаемых 3,2 2–4 2

2. Четкие, конкретные, измеримые УЦ 3,6 3–4 4

3. Описание приобретаемых навыков 2,8 2–4 4

4. Реалистичность сценария 3,6 3–4 4

5. Соответствие навыков нормативам, клин. рекомендациям 3 2–4 2

6. Соответствие оснащения нормативам, клин. рекомендациям 3,6 3–4 4

7. Выполнимость, реализуемость 3,6 3–4 4

8. Интересный, проблемный сценарий 3,4 3–4 4

9. Средний балл 3,4  3,5

10. Определение авторства

3. Создан человеком Среднее Разброс ИИ

1. Соответствие УЦ уровню обучаемых 3,2 2–4 3

2. Четкие, конкретные, измеримые УЦ 1,8 1–4 2

3. Описание приобретаемых навыков 2,2 2–3 2

4. Реалистичность сценария 3 1–4 4

5. Соответствие навыков нормативам, клин. рекомендациям 2,8 2–4 2

6. Соответствие оснащения нормативам, клин. рекомендациям 3,4 3–4 3

7. Выполнимость, реализуемость 3,4 3–4 4

8. Интересный, проблемный сценарий 3 2–4 3

9. Средний балл 2,9  2,9

10. Определение авторства
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4. Создан ИИ (DeepSeek) Среднее Разброс ИИ

1. Соответствие УЦ уровню обучаемых 2 1–4 4

2. Четкие, конкретные, измеримые УЦ 1,2 1–3 3

3. Описание приобретаемых навыков 1,6 1–4 4

4. Реалистичность сценария 3,2 2–4 4

5. Соответствие навыков нормативам, клин. рекомендациям 3,2 2–4 3

6. Соответствие оснащения нормативам, клин. рекомендациям 3 3–4 4

7. Выполнимость, реализуемость 3,2 3–4 4

8. Интересный, проблемный сценарий 3,2 3–4 4

9. Средний балл 2,6  3,8

10. Определение авторства

О к о н ч а н и е  т а б л и ц ы  2

Обсуждение
Таким образом, генеративные LLM-системы, представ-
ленные тремя платформами (Grok, ChatGPT, DeepSeek), 
показали принципиальную способность создавать 
развернутые клинические симуляционные сценарии 
по промпту, включающему четкие требования, такие 
как образовательные цели, структура, требования 
к нормативной базе и дебрифингу. Проведенный ана-
лиз подтверждает потенциальную применимость ИИ 
как инструмента поддержки разработки сценариев 
в симуляционном обучении. Наше исследование под-
тверждает возможность и даже целесообразность их 
использования на начальном этапе создания клиниче-
ских сценариев в качестве инструмента для их первич-
ной, черновой генерации с последующим редактиро-
ванием документа человеком.

Экспертная оценка по шкале ШОСС выявила выра-
женную межмодельную вариативность качества: 
сценарий ChatGPT получил наивысший средний балл 
(3,4), превзойдя человеческий сценарий (2,9); сцена-
рии Grok (2,7) и DeepSeek (2,6) оказались ниже чело-
веческого по средним оценкам. То есть само по себе 
применение системы ИИ не гарантирует одинакового 
уровня результата: итоговый сценарий существенно 
зависит от конкретной модели и, вероятно, от параме-
тров промпта и контекста применения.

Часть экспертов ошибочно принимала ИИ-сценарии за 
человеческие, и наоборот. Сценарий ChatGPT трое из 
пяти рецензентов идентифицировали как созданный 
человеком; при этом человеческий сценарий один 
эксперт счел произведением компьютера. Это указы-
вает как на снижение «очевидности» машинного тек-
ста при высоком качестве генерации, так и на ограни-
ченную валидность интуитивной атрибуции авторства 
в условиях слепого сравнения. Потенциал генератив-
ного ИИ в создании качественных образовательных 
материалов для симуляционного обучения является 
высоким и недооцененным. Тот факт, что сценарий 
от ChatGPT получил оценку, сопоставимую с работой 
эксперта-человека, а по некоторым формализуемым 
критериям (четкость целей) превзошел ее, говорит 
о зрелости данной технологии.

Даже при структурированной шкале ШОСС согласован-
ность рецензентов оказалась умеренной (максимум 
альфы Кронбаха достиг лишь в одном сценарии уме-
ренной величины 0,72), а по ряду критериев разброс 
оценок достигал крайних значений. Это подчеркивает 
сложность и субъективность оценки симуляционных 
сценариев и необходимость дальнейшей отработки 
и уточнения шкал, более развернутой формулировки 
оценки, а также обучения экспертов.

ИИ-оценщик (DeepSeek), использованный для авто-
матизированной экспертизы по шкале ШОСС, в боль-
шинстве случаев продемонстрировал качество оцени-
вания, сопоставимое с экспертами-людьми. При этом 
особого внимания заслуживает то, что сопоставимость 
проявлялась не во всех ситуациях: при самооценке 
сценария возникла выраженная модельная предвзя-
тость (3,8 у ИИ против 2,6 у людей). Таким образом, 
несмотря на потенциальную привлекательность ав-
томатизации ИИ-оценивания, этот процесс требует 
внешней валидации и контроля.

В дополнение к объективным выводам исследования 
хотелось бы представить сопутствующие наблюде-
ния. Одним из существенных, едва ли не критическим 
недостатком авторства систем ИИ является необхо-
димость проверки всех фактических данных — от 
точности результатов расчетов до корректности рефе-
рентных ссылок — как литературных источников, так 
и клинической документации. Именно здесь, по на-
блюдениям авторов, наиболее ярко проявляется твор-
ческий, генеративный характер ИИ, который проявля-
ется в ложных, выдуманных данных, так называемых 
галлюцинациях ИИ.

Другим практически важным аспектом на сегодняш-
ний день является неспособность чат-ботов точно 
генерировать медицинские изображения, начиная 
с кривых (ЭКГ, ЭЭГ, плетизмограмм) и заканчивая дан-
ными рентгенологических исследований, КТ, МРТ, УЗД. 
Если подобные файлы необходимы для реалистично-
сти течения симуляционного сценария, то сейчас их 
может предоставить только автор-человек, облада-



ВИРТУАЛЬНЫЕ ТЕХНОЛОГИИ В МЕДИЦИНЕ № 4 (46) 2025 369

ющий доступом к реальным базам данных медицин-
ских изображений.

Выводы
Согласно данным, полученным в результате настояще-
го слепого сравнительного пилотного исследования, 
можно сделать следующие выводы:

• Существующие в настоящее время (ноябрь 
2025 г.) системы генеративного искусственного 
интеллекта принципиально способны создавать 
симуляционные клинические сценарии и могут 
выступать эффективным инструментом ускоре-
ния и предварительной черновой разработки 
сценариев, особенно при четко заданных обра-
зовательных целях и нормативных ограничениях.

• Предложенный проект Шкалы оценки симуляци-
онного сценария (ШОСС) может служить основой 
для структурированного рецензирования подоб-
ных организационно-методических документов. 
Однако высокая несогласованность экспертных 
выводов говорит о необходимости ее дальней-
шего совершенствования, а также более тщатель-
ного предварительного инструктажа экспертов.

• Качество сценариев, разработанных системами 
ИИ и людьми, в целом сопоставимо по всем па-
раметрам структурированной оценки. Требуется 
обязательная последующая экспертная правка, 
так как уровень сценариев отличается между 
платформами. ИИ пока не должен рассматри-
ваться как автономная система, а может исполь-
зоваться в качестве средства повышения эффек-
тивности и масштабируемости деятельности 
преподавателя.

• Системы ИИ, оценивающие сценарии по тем же 
структурированным параметрам, что и люди, как 
правило, дают сходную оценку. Однако использо-
вание ИИ для автоматической оценки сценариев 
следует расценивать лишь как вспомогательное 
средство; полностью заменять человеческое ре-
цензирование преждевременно.

• Люди-эксперты не могут достоверно определить, 
кто является автором сценария — человек или 
ИИ. При высоком качестве текста ИИ-генерация 

может быть неотличима от человеческой, что тре-
бует обсуждения этических и правовых аспектов 
в симуляционном сообществе.

• При оценке ИИ-системой различных сценариев 
обнаружилась предвзятость при самооценке. 
Несмотря на сопоставимые с человеческими ре-
зультаты, в случае оценки собственного сценария 
ИИ-система дала оценку почти в полтора раза 
выше, чем люди.
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